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1. INTRODUCTION

Suppose we are given a finite number of discrete time series xi called factors. They can represent
arbitrary physical, social, financial or other indicators. All factors are with equal length and their values
correspond to measurements performed in equal time intervals. One of the series is chosen to be a target
factor and some of the others are chosen to be explanatory factors. The aim is to create a formula by
which a series can be generated, using the explanatory factors for the given historical period, that should
be as close as possible to the given target series, using a chosen criterion [4]. For simplicity such a
criterion can be the Euclidean distance between the target and generated factor for all data points. Such a
created formula can be used for different purposes in the financial instruments modelling, sensitivity
analysis, etc. In the case of predictable explanatory factors and unpredictable target factor analysis can be
performed about the influence of the explanatory factors changes to the target factor.

The formula can be created in different forms but simplifying the solution the following polynomial form
is used:

y= Blfl(xl) + BZfZ(XZ) +..t Bmfm(xm) + Bm+1 (1)

where fi, f, ...fy are arbitrary basis functions, and B 1, B2, ... B m are regression coefficients, f m+1 is a free
term without explanatory factor.

2. FORMULA GENERATION

First of all, the target factor is selected according to the specific purposes. After that the explanatory
factors are selected amongst the all available series. In our solution a few alternative approaches can be
used as selection of the most correlated factors to the target factor or minimal correlated each other or so
on. When both the target and explanatory factors are selected the automatic modelling, stage is performed
by repeating the stages of applying basis functions to explanatory factors and after that calculation of the
regression coefficients.

Taking into account that for all selected factors all basis functions can be applied, there are k™
combinations, where k is the number of the basic functions and m is the number of the explanatory
factors. Usually in the practice the factors are a few hundred and the functions are a few dozen. Thus, the
brute force searching of the best basis functions combination is practically impossible. That is why for



that purpose we chose to apply heuristic approach by usage of a genetic algorithm. It is realized as a
software library written in Java.

a. Finding the best combination of the basic functions

Initial population

The genetic algorithm is used to determine the combination of the basic functions to the explanatory
factors. And a function can be used for more than one factor. Thus, an individual in terms of the genetic
algorithms is a sequence of integer values representing the indices of the basic functions and the goodness
of fit is the distance between the generated and the given target factor [2]. In the realized system a random
integer sequence generator was created to generate the initial population of the sequences. Applying the
functions to the explanatory factors and calculating the regression coefficients produces a set of target
factors which are compared to the given target in order to select the best individuals.

Selection

Given a set of the generated individuals the best of them should be selected according to their goodness of
fit. We have implemented two alternative approaches: roulette wheel and truncation selection [3]. The
first one is preferred as default because it allows every individual to continue even with less chance.

Recombination and mutation

The recombination is performed by splitting the selected L individuals in a given point and randomly
combining their parts. In our implementation the splitting point is randomly generated at every step
within the interval from 25% to 75% of the individuals length rounded to the nearest integer.

Coefficients determination
The calculation of the regression coefficients is done for every combination of basic functions. In our case
the ordinary least squares error is used according to which the coefficients are obtained in matrix form
calculating the following matrix equation [1]:
B=(ATA)*ATY
(A'A) @
where B is the matrix of the regression coefficients, A is the matrix of factors with applied functions and

Y is the target factor.
Having B calculated the generated target factor is:

Y =AxB (3)
and the distance between the generated and given target is:

d :HY_VH (&)

Coefficients reduction

The formula terms with small coefficients can be removed because they do not significantly influence the
formula results. Removing or not the small coefficients is an optional setting in our system and if it is
chosen the second regression coefficients calculation must be performed at every step after the reduction.



Calibration

Using the generated formula for future calculations and modelling must be periodically reconsidered and
the formula must be calibrated because its accuracy decreases. This can be done either by using the same
explanatory factors or by other factors.

Regularization

The multifactor formula provides good results in the cases when there are explanatory factors similar to
the target factor. Otherwise often the future calculations are not very accurate because of the overfitting.
In order to avoid overfitting a regularization parameter is used in the following form:

B=(ATA+AD)TATY ©)

where I is the identity matrix and X is the regularization parameter.

This is L2-regularization or ridge regularization [5]. In the formula searching stage the set of the data
points is separated in training and validation subsets. The formula functions and coefficients are
determined using the training set but the error is calculated using the validation set. In order to separate
these two sets the factors values are shuffled together and the last, for example, 20% or 30% of the length
are used as validation set. When the training and validation sets are determined, and the basis functions
are fixed to explanatory factors an appropriate value of A should be found. Our investigation shows that
there is a single global minimum of the validation error which allows searching it with adaptive step
starting from a random point.

3.CONCLUSIONS AND FUTURE WORK

The built software prototype system can be seen on fig. 1. The experimental results show that the best
results are obtained when the number of the explanatory factors is near to, but not exceeding, the number
of the historical dates.

| 4/ Multifactor Instrument Modelling Prototype S
( Factors Selection | Formula Bulder | Settings |
Evolutionary search % Target factor:
Herations: 0 ConTRcIontS M Explonaiory Fcke _ OET [CS_ETF_(1E)_on_iBoxx_USD_infiation_Linked
Population size: 70 -20.45367| MoneyCurve_CHF-Money-Mid_2M M
Selection size (%): |10 8.606E15| MoneyCurve_CHF-Money-Mid_3M 8.0 Explanatory factors: Correlations  Distances
® -5.17713E8|MoneyCurve_CHF-Money-Mid_aM 4.0 = B ? -
® Truncation i = - Instruments_Bond-XS0385754733 0.88131 0.48624
= 15676.00082|MoneyCurve_CHF-Money-Mid_5M cos
© Roulette wheel Instruments_Bond-X$0412154378 0.84939 0.54774
Attempts: B 3337150 MoneyCurve_C I Money-Mid_GM Instruments_Bond-XS0412447632 0.01999 1.39723
: = -12.72122|MoneyCurve_PLN-Money-Mid_6M estsument oI X SM25011665 Fy bpedind
CAETASE 2| -1931.20522 MoneyCurve_PLN-Money-Mid_7D 230 |"s umen 5730"117)(50459131636 it b
| Find formula | 1627.64772| MoneyCurve_PLN-Money-Mid_SM 3.0 |"s"“mems*a“u’xsmsssoozs? e ot
= 5.07964E16| MoneyCurve_USD-Money-Mid_8M 0.0 "s"“'""’"'sz"" e ptad P
e -3.54449E8 | MoneyCurve_USD-Money-Mid_9M 250 '"’"'""E“'sf;"d'iso i D“; poot ;' -
i : 300 Ueeatoy e 5 i Instruments_Bond-XS0479869744 9146 412
Find formula ‘ 0.04791)StockindexCurve_DAXPI sin :"5:'“'"9"‘57?"2'2:g;;ggj:zg? ;)0‘77:2?1' ;'gziz‘;
0.00379| StockindexCurve_DJIA S e _Pont. : :
< (DK YA ;_Fund-LU029329550; 0.89612 0.45490
o o6 s coERRITS ._Fund-LU0300231296 0.75491 0.69874
e Instruments_Fund-LU0343018247 0.88498 0.47868
Instruments_Fund-LU0396265430 0.94235 0.33889
Distance: 1.33354 Rsquared:  [0.99224 Targetvolatility: [0.39230 nstraments. Fand LUO417273579 0.56665 0.51540
Correlation: ~ [0.99611 Adjasted Rsquared:  [0.98588  Synthetic volatility:  0.36611 MoneyCurve_BRL-Money-Mid_7D 0.26859 1.58969 i
= MoneyCurve_CAD-Money-Mid_1D -0.46218 1.70668
Targetfactor. —s—  Synthetic.  ——s— MoneyCurve_CAD-Money-Mid_1M 0.04868 1.37662
136.34009 MoneyCurve_CAD-Money-Mid_2M 0.31506 116809
MoneyCurve_CAD-Money-Mid_3M 0.23108 1.23764
MoneyCurve_CAD-Money-Mid_6M -0.28920 160255
MoneyCurve_CAD-Money-Mid_7D -0.12856 149938
MoneyCurve_CAD-Money-Mid_oM 0.03022 1.38901
MoneyCurve_CHF-Money-Mid_1D 000177 141016
MoneyCurve_CHF-Money-Mid_1M -0.37938 1.65766
MoneyCurve_CHF-Money-Mid_2M -0.28449 159962
MoneyCurve_CHF-Money-Mid_3M -0.42713 168610
MoneyCurve_CHF-Money-Mid_4M _|-0.44473 169647 |+
125.32501 1 Cll| D K] |
19.082011 06082012 | Count: 113
Done [T ™

Fig. 1. The multifactor modelling prototype




The system also confirms that the greater the regularization parameter is the greater the penalization is
which produces better results in the future calculations with generated formula in cases when the target
factor is different to some extent than anyone of the explanatory factors. But this is not a general rule and
taking into account that often in practice there are indicators with similar behavior sometimes the
regularization parameter should not be used.
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